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THÔNG TIN BÀI BÁO TÓM TẮT 

Các mạng xã hội trực tuyến (OSNs) cung cấp lượng dữ liệu phong phú, phản ánh tính 

cách, sở thích và các mối quan hệ xã hội của người dùng. Nghiên cứu này khám phá 

cách các mạng nơ-ron tích chập đồ thị (Graph Convolutional Neural Networks - 

GCNNs) có thể phân tích dữ liệu từ mạng xã hội VKontakte để dự đoán sự thành công 

trong nghề nghiệp của người dùng. Bằng cách sử dụng các đặc trưng như hồ sơ cá nhân 

và mối quan hệ xã hội, nghiên cứu đã đánh giá nhiều kiến trúc GCNN, bao gồm 

GCNConv, SAGEConv và GINConv. Kết quả cho thấy lớp mạng Graph Isomorphism 

Network (GIN) đạt độ chính xác cao nhất (0.88). Nghiên cứu này nhấn mạnh hiệu quả 

của các mạng nơ-ron tiên tiến trong việc phân tích các chỉ số thành công nghề nghiệp 

trên các mạng xã hội trực tuyến. 
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1. INTRODUCTION 

In recent years, online social networks (OSNs) have 

become an integral part of daily life, gaining immense 

popularity as platforms for connecting, communicating, 

and sharing information. Within these networks, user 

behavior and interpersonal interactions are shaped by both 

virtual communication and the various artifacts of virtual 

activity, such as personal profile metrics. These metrics—

encompassing elements like audio recordings, video 

content, avatars, friends, posts, reposts, and likes—serve as 

reflections of a user's real-world behavior, encapsulating 

characteristics of their online activities. As a result, these 

metrics can act as predictors, enabling researchers to infer 

real-life behaviors based on observed patterns in OSNs [1]. 

Thus, OSNs enable users to share content, connect with 

others, and stay informed, making them valuable for 

research across disciplines [2]. Machine learning and deep 

neural networks are increasingly applied to analyze OSN 

data [3]. Accurate analysis requires incorporating both user 

profile metrics and the structural relationships of OSNs, 

modeled as graphs with users as vertices and connections 

as edges. Graphs, widely used in various sciences, enable 

tasks like node classification, link prediction, and 

clustering. 

Graph neural networks (GNNs), state-of-the-art tools for 

processing graph-structured data, use neighborhood 

aggregation to iteratively update node representations. This 

extends convolutional neural networks (CNNs) to graphs, 

forming graph convolutional neural networks (GCNNs), 

which effectively analyze OSN structures [4]. Moreover, 

GNNs are gaining prominence in social network analysis. 

For example, [5] used GNNs to predict social influence by 

integrating network structures and user data, while [6] 

developed a heterogeneous neural network to model social 

influence using event and user relationships. 

OSNs are also key for misinformation detection and 

personalized news. In [7], a GNN tracked misleading posts, 

and [8] employed an attention graph convolutional network 

for personalized news recommendations based on user 

profiles. Additionally, OSNs offer rich user data—photos, 

opinions, interactions—enabling insights into behavior and 

lifestyle. In [9], a GNN-based model used local and global 

user features to predict social roles and statuses.  

Recent work on graph-level representation learning for 

classification has advanced through multi-task GNN 

architectures [10], DP-SGD methods for privacy [11], and 

hypercomplex GNNs for efficiency [12]. Social network 

analysis has been applied to personality traits [13], 

academic success [14], [15], education effects [16], 

recruitment [17], and job recommendations [18]. 

Previously, we developed a model to predict professional 

success using VKontakte data [19]. 

User success prediction forecasts professional success 

using VKontakte profile data linked with HeadHunter 

classifications. Users were labeled as "successful" or 

"unsuccessful," and neural network models, including 

GNNs, were trained using profile features and social 

connections. 

This study highlights GNNs' superiority over feed-

forward neural networks for analyzing social networks, 

leveraging their ability to handle graph-structured data. 

Using VKontakte's API, local connectivity graphs were 

built as input, achieving a significant accuracy 

improvement from 0.77 to 0.88 [19]. 

The results demonstrate GNNs’ effectiveness in 

classifying user profiles and their potential for efficient 

recruitment systems and advanced social network analysis 

methods. 

2. METHODOLOGY 

2.1 Data collection  

Job seeker profiles from the HeadHunter platform were 

used to create a labeled dataset for professionally 

successful and unsuccessful individuals. Fifteen parameters 

were initially collected, but four key features—requested 

salary, employment duration, professional area, and job 

hunting region—were selected for labeling. Parameters 

were scaled to account for regional and professional 

variations, categorizing values into five groups (1–5), 

where 1 represented the least successful and 5 the most 

successful individuals. This study focused on the first 

(lowest success) and fifth (highest success) groups [19]. 

 The VKontakte API (https://vk.com/dev/SDK) was 

utilized to collect user profile data for analysis, requiring 

authorization via the Implicit Flow method to obtain an 

access_token for secure access. Using Python's requests 

library, the users.get API method retrieved quantitative data 

for each user, including the number of friends, subscribers, 

interesting pages, audio recordings, and video recordings in 

Fig. 1 and Fig. 2. This approach provided an efficient way 

to gather necessary data for the study directly from 

VKontakte's database. 

 

Figure 1. Example of VKontakte API-based users.get Request 

 

Figure 2.  Example of VKontakte API friends.get Request to 

Retrieve User's Friend List and Additional Details 

To build user graphs, friendship data (friends and friends 

of friends) were collected using the friends.get method of 

the VKontakte API, alongside numerical profile metrics. 

https://vk.com/dev/SDK
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HeadHunter data were used to label users as professionally 

successful or unsuccessful, and users were identified on 

VKontakte by name and date of birth. VKontakte data 

served as input features, while HeadHunter labels were 

used as target values for neural network training.  

2.2 Graph Building  

Each user's local network was modeled as an undirected 

graph 𝐺 =  (𝑉, 𝐸),  where nodes V represent users and edges 

𝐸  represent friendships [20]. The graph structure was 

encoded in an adjacency matrix A, and each node was 

enriched with a feature vector X𝑖 containing profile metrics 

retrieved via the VKontakte API. Graphs were constructed 

for each user in the dataset, with vertices representing the 

user, their friends, and friends-of-friends, and edges 

representing friendships. The NetworkX library 

(https://networkx.org/), a Python tool for creating and 

analyzing graphs, was used for graph construction. An 

example graph for four users is illustrated in Fig. 3. 

 

Figure 3. Example Graph Visualizations of a VKontakte User's 

Friends Network, Centered Around the Analyzed User 

2.3 Graph Neural Network Architecture  

Graph neural networks (GNNs) extend neural networks 

to handle graph-structured data by propagating node states 

iteratively until equilibrium is reached [21]. Convolutional 

propagation rules introduced [22] in further enabled graph-

level classification, with later studies categorizing GNN 

components and outlining future research directions [23]. 

In this study, a GNN model with four graph 

convolutional layers and global mean pooling (GMP) was 

used to produce fixed-size graph representations. The GMP 

outputs were fed into a linear layer for classification, 

trained with a binary cross-entropy loss. Implementation 

utilized PyTorch Geometric, leveraging GPU-accelerated 

convolution layers such as GCNConv, SAGEConv, 

GraphConv, GATConv, TransformerConv, and GINConv. 

The model was trained end-to-end using gradient descent 

to aggregate node information and classify graphs 

efficiently. 

 

Figure 4. General Architecture of a GNN-Based Classification 

Model 

To address the classification of social network users, 

each user is represented as an attributed graph 𝐺𝑖 =  (𝑋𝑖 , 𝐴𝑖), 

where X𝑖 contains numerical features derived from the 

user's profile and A𝑖 is the adjacency matrix encoding 

connections with other users (see Fig. 4). Given a labeled 

dataset 𝐷 =  {𝐺𝑖 =  (𝑋𝑖 , 𝐴𝑖), 𝑦𝑖}, where 𝑦𝑖 represents the 

professional success label for each user, the goal is to train 

a classifier 𝑔 ∶  (𝑋𝑖 , 𝐴𝑖)  →  𝑦𝑖 .  that predicts the label for each 

user.   

GCNConv Layer 

GCNConv, introduced in [24], is a convolutional layer 

for graph neural networks that employs an efficient layer-

wise propagation rule. This rule is derived from a first-

order approximation of spectral convolutions on graphs and 

is expressed mathematically as: 

𝐻𝐼+1 = 𝜎 (𝐷
1

2𝐴′𝐷
1

2𝐻𝑙𝑊𝑙), (1) 

where 𝐴′ = 𝐴 + 𝐼 represents the adjacency matrix of an 

undirected graph G, enhanced with self-loops for each 

node. D is the degree matrix corresponding to 𝐴′, with 

diagonal elements, 𝑊𝑙 denotes the trainable weight matrix 

specific to layer, 𝐻𝑙 indicates the activation matrix at layer 

l, containing feature representations of all nodes. 

Each user is modeled as an attributed graph, defined by 

a node feature vector X𝑖 and an adjacency matrix A𝑖. The 

input graph is processed through multiple graph 

convolutional layers, followed by a global mean pooling 

(GMP) layer to aggregate vertex features. The pooled 

representation is then fed into a traditional linear layer for 

binary classification with two output classes. 

SAGEConv Layer 

SAGEConv is a general inductive framework designed 

to efficiently generate node embeddings by leveraging node 

feature information, as introduced in [25]. The layer learns 

embeddings using the following formula: 

𝑥𝑖
′ = 𝑊1𝑥𝑖 + 𝑊2 ∗  mean 𝑗∈𝑁𝑖

𝑥𝑗  (2) 

where 𝑥𝑖 is the feature vector of the i-th node, 𝑊1 and 𝑊2  are 

the trainable weight matrices, 𝑁𝑖  denotes the set of nodes 

connected to node i, and  mean 𝑗∈𝑁𝑖
𝑥𝑗 is the element-wise 

average of the feature vectors of the neighboring nodes. 

GraphConv Layer 

The GraphConv convolution layer, introduced in [26], is a 

generalization of graph neural networks based on the k-

Weisfeiler-Lehman (k-WL) graph isomorphism test. The 

propagation rule for generating the representation of a node 

in the next layer is defined as follows: 

https://networkx.org/
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𝑥𝑖
′ = 𝑊1𝑥𝑖 + 𝑊2 ∑  𝑗∈𝑁(𝑖) 𝑒𝑗.𝑖 ∗ 𝑥𝑗   (3) 

where 𝑒𝑗,𝑖  represents the weight of the edge between the 

source node j and the target node i, with a default value 1. 

GATConv layer  

GATConv, introduced in [27], is an attention-based 

architecture designed for node classification in graph-

structured data. The attention-based architecture operates 

efficiently, since it is parallelizable and can be applied to 

graph nodes with different degrees by specifying arbitrary 

weights for the neighbors.  

This layer computes hidden representations for each 

node by applying a self-attention mechanism over its 

neighbors, using the following formula: 

𝑥𝑖
′ = 𝑎𝑖,𝑖𝑊𝑥𝑖 + ∑  𝑗∈𝑁(𝑖) 𝑎𝑖,𝑗𝑊𝑥𝑗  (4) 

where 𝑎𝑖,𝑗 are the attention coefficients that define the 

importance of node j to node i, 𝑎𝑖,𝑗 =
exp(LeakyReLU(𝑎𝑇[𝑊𝑥𝑖∥𝑊𝑥𝑗]))

∑𝑘∈𝑁(𝑖)∪{𝑖} exp(LeakyReLU(𝑎𝑇[𝑊𝑥𝑖∥𝑥𝑘]))
, in which, 𝑎 is an attention 

mechanism that shows the importance of vertex j for vertex 

i, T denotes matrix transposition and ∥ is a concatenation 

operation, LeakyReLU is a non-linear activation function.  

TransformerConv layer  

TransformerConv, introduced in [28], is a Unified 

Message Passing Model (UniMP) that integrates feature 

and label propagation using a Graph Transformer network. 

It takes feature embeddings and label embeddings as input 

for propagation. For a given layer, label propagation 

follows the rule: 

 𝑥𝑖
′ = 𝑊𝑖𝑥𝑖 + ∑  𝑗∈𝑁(𝑖) 𝑎𝑖,𝑗𝑊2𝑥𝑗,  (5) 

Here, 𝑎𝑖,𝑗 is a multi-head attention coefficient, calculated as 

𝑎𝑖,𝑗 = softmax (
(𝑊3𝑥𝑖)𝑇(𝑊4𝑥𝑗)

√𝑑
), where 𝑊3, 𝑊4 are trainable 

weight matrices, softmax(… ) is a  multivariate logistic 

function, d is the size of each attention head. To mitigate 

overfitting when propagating self-loop label information, 

the model employs a masked label prediction strategy. In 

this approach, a random subset of input labels is masked, 

and the network is trained to predict these labels, enhancing 

its generalization ability. 

GINConv Layer  

GINConv, based on the Graph Isomorphism Network 

(GIN) [29], is a simple neural architecture with 

discriminative power equivalent to the Weisfeiler-Lehman 

graph isomorphism test. The label propagation in a 

GINConv layer is defined by:  

𝑥𝑖
′ = 𝑀𝐿𝑃((1 + 𝜖) ∗ 𝑥𝑖 + ∑  𝑗∈𝑁(𝑖) 𝑥𝑗) (8) 

where 𝜖 is a trainable parameter or fixed scalar, 𝑥𝑖 is the -th 

node feature vector, 𝑀𝐿𝑃 represents a multilayer perceptron 

applied to the aggregated features. 

3. RESULTS AND DISCUSSION 

Graph neural network models with various convolution 

layers were trained on a dataset of 5,446 records, split into 

70% training (3,812 records) and 30% testing (1,634 

records). Each experiment was repeated 10 times, and the 

average accuracy was used for evaluation. The balanced 

dataset ensured accuracy was a reliable performance 

metric. 

 

Figure 5.  Accuracy Analysis and Model Performance 

Models were trained for 50 epochs using the Adam 

optimizer (learning rate: 0.00001, batch size: 128). Most 

models, except the GAT-based model, converged quickly, 

with accuracy stabilizing after the 10th epoch, as shown in 

Fig. 5. 

  

Figure 6. Receiver Operating Characteristic curves of the 

trained models 

The evaluation of test accuracy across different 

convolutional layers indicated that the graph neural 

network with the GINConv layer achieved the best 

performance, with an accuracy of 89 percent, as shown in 

Figure 6. Experiments with varying numbers of layers, 

including one, two, three, and four layers, revealed that the 

optimal configuration for GINConv was three layers, with 

additional layers offering no further improvements. 

The average training time per epoch was reported to 

estimate total training time easily. Additionally, the 

receiver operating characteristic curve for each model, 

presented in Figure 6, demonstrated that the GINConv-
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based model achieved the highest area under the curve 

value of 0.93, confirming its superior classification 

capability compared to other models. 

A confusion matrix was generated for the training set to 

visualize and evaluate the performance of the classification 

algorithm using the graph neural network with the 

GINConv layer, as shown in Table 1. 

Table 1. Confusion matrix for the graph neural network trained 

with GINConv convolution layers 

Predicted  Actual  Actual  

TP  675  166  

PP  36  757  

In addition to the Accuracy metric, the confusion matrix 

was used to calculate Sensitivity, Specificity, Precision, 

and F1-score for the graph neural network with the 

GINConv convolution layer. These metrics provide a more 

comprehensive evaluation of the neural network's 

performance, as summarized in Table 2. 

Table 2. Evaluation Metrics for the Graph Neural Network 

Trained Using GINConv Convolution Layers 

Metrics  Values  

Accuracy  0.88  

Misclassification  0.12  

Sensitivity  0.95  

Specificity  0.8  

Precision 0.8  

F1-score  0.87  

Graph neural networks (GNNs) achieved higher 

accuracy (0.89) compared to classical neural networks 

(0.77) from our previous study [30], as GNNs incorporate 

user connections within the VKontakte social graph. This 

inclusion significantly improved classification 

performance. 

Future work will focus on the application of 

explainability methods for graph convolutional neural 

networks, as deep models often lack interpretability [31]. 

While explainability methods have achieved notable results 

in text and image analysis, their application to graph neural 

networks is an emerging field. Techniques such as 

GNNExplainer and XGNN [32] have been proposed to 

make GNNs more interpretable. These methods can help 

elucidate why the network produces specific outputs and 

identify key graph structures that influence the 

classification of social network users into different 

categories of social success. 

 

4. CONCLUSION  

This study investigated professional success prediction 

using graph neural networks (GNNs) with various 

architectures, including GCNConv, SAGEConv, 

GraphConv, GATConv, TransformerConv, and GINConv 

layers. The best accuracy of 88 percent was achieved with 

a three-layer GINConv-based GNN, outperforming feed-

forward networks due to GNNs' ability to process graph-

structured data. The findings support the development of 

psychometric models incorporating “Social Success” 

metrics, such as relationship quality, social influence, and 

leadership, to predict life activity and success. 
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